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Figure 1: Comparison of our approach for tag-based line art colorization with a state-of-the-art method. Existing approaches tend to produce
bleeding colors. Our proposed explicit segmentation fusion mechanism is able to be incorporated with a variety of line art colorization
[frameworks, by using region segmentation information explicitly during training to help to alleviate the bleeding artifacts.

Abstract

Automatic line art colorization plays an important role in anime and comic industry. While existing methods for line art
colorization are able to generate plausible colorized results, they tend to suffer from the color bleeding issue. We introduce
an explicit segmentation fusion mechanism to aid colorization frameworks in avoiding color bleeding artifacts. This mecha-
nism is able to provide region segmentation information for the colorization process explicitly so that the colorization model
can learn to avoid assigning the same color across regions with different semantics or inconsistent colors inside an indi-
vidual region. The proposed mechanism is designed in a plug-and-play manner, so it can be applied to a diversity of line
art colorization frameworks with various kinds of user guidances. We evaluate this mechanism in tag-based and reference-
based line art colorization tasks by incorporating it into the state-of-the-art models. Comparisons with these existing models
corroborate the effectiveness of our method which largely alleviates the color bleeding artifacts. The code is available at
https://github.com/Ricardo-L—-C/ColorizationWithRegion.

CCS Concepts
* Computing methodologies — Image manipulation; Neural networks; Computer vision;

1. Introduction cost for the companies. Given that the commercial value of auto-
A ic colorization for Ii . itical role in th matic line art colorization is significantly huge, a number of aca-
utomatic colorization for line arts plays a critical role in the car- demic works [QWHO6, LQWL18,ZLSS*21] and commercial ap-

toon and anime industry, because it can reduce a large amount

. . plications [Yon17, ZLW*18] on this topic have been proposed in
of workload for the professional artists, and thus save a lot of

recent years.

For all these works or applications, the common goal is to ob-
T Corresponding author: mesgey @mail.sysu.edu.cn tain high-quality colorized results that are visually pleasing to hu-
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mans. However, most of them tend to suffer from color bleeding is-
sue. Figure 1-(c) shows a representative result with bleeding colors,
which is produced by a state-of-the-art tag-based line art coloriza-
tion method Tag2pix [KJPY19]. Around the region pointed by the
top arrow, the color of the hair (i.e., red) is spread to the brim of
the hat, which indicates the same color is assigned across regions
with different semantics. The bottom arrow points to an undesired
red piece on the dress, indicating inconsistent colors are produced
inside an individual region with the only semantic concept. These
color bleeding artifacts occur commonly in existing approaches,
probably due to the lack of region identification prior to coloriza-
tion. We propose an explicit segmentation fusion mechanism to
incorporate region segmentation information into the colorization
method. The segmentation information is used as additional guid-
ance when training the colorization model, so that the model is able
to learn to avoid assigning cross-region colors and guarantee the
color consistency inside a region. As shown in Figure 1-(d), the
bleeding colors are largely reduced.

Currently there are various kinds of user guidances which allow
precise line art colorization, e.g., scribbles [SLF*17,ZLW * 18], ref-
erence images [ZJLL17,LKL*20], textual tags [KJPY19], and lan-
guage [ZMG™19]. We aim at designing our explicit segmentation
fusion mechanism in a plug-and-play manner so that it can be ap-
plied to a variety of line art colorization frameworks. We achieve
this by introducing two types of fusion modes, both of which can
be embedded into a given colorization network while maintaining
the overall architecture of the network. An auxiliary loss function
is derived from the proposed fusion modes and serves as a comple-
ment of the total loss, which helps to improve the potential ability
of region segmentation explicitly and alleviate color bleeding si-
multaneously during the end-to-end training.

We evaluate our proposed mechanism through comprehensive
comparisons with existing approaches on tag-based and reference
image-based line art colorization tasks. These experiments demon-
strate that our proposed explicit segmentation fusion mechanism
works well with different kinds of colorization frameworks, and
helps to overcome the color bleeding issue.

The main contributions of this work are summarized as follows:

e An explicit segmentation fusion mechanism that aids line art col-
orization process in alleviating color bleeding artifacts.

e Two types of plug-and-play fusion modes that allow the pro-
posed mechanism to be applicable to a variety of colorization
frameworks with different kinds of user guidances.

e In-depth comparisons with existing methods in different user-
guided line art colorization tasks.

2. Related Work
2.1. Generative Adversarial Networks

Due to the high-quality performance, generative adversarial net-
works (GANs) [GPAM™14] are now widely used in image-to-
image translation tasks such as image super-resolution [LTH*17,
WYW*18], image denoising [CCCY18,YYZ* 18], image coloriza-
tion [LYP*20, VRB20, KJPY19], etc. Currently, there exist a num-
ber of works that incorporate additional information into the origi-
nal GAN model to better control the image generation process, e.g.,

input image as condition during training [IZZE17], or category la-
bel as side information [OOS17,CH18]. In this work, we adopt ex-
plicit region segmentation information as additional guidance for
the colorization process.

2.2. Line Art Colorization

Automatic colorization approaches [LMS16, ZIE16, ISSI16] gen-
erate diverse images with reasonable colors in human perception.
While for some special kinds of images, e.g., line art, user guidance
as an additional input is necessary to allow for accurate control of
the colorization process. Several types of user guidances have been
adopted.

Some methods adopt scribbles, i.e., color strokes or dots, as
user guidance to provide spatially accurate color instructions. Alac-
GAN [CMW* 18] inserts the scribble map into down-sampling lay-
ers of the encoder in the generator whose size is 1=16 of the in-
put line art. This decreases the accuracy of the scribble informa-
tion and causes color bleeding. Style2Paints-V3 [ZLW™* 18] goes
further by proposing a two-stage method that allows users to fix
incorrect or bleeding colors. It tackles the color bleeding issue in a
semi-automatic way with user interaction. In contrast, our approach
overcomes this issue automatically.

Reference image is also used as a kind of user guidance.
Style2Paints-V1 [ZJLL17] and SCFT [LKL*20] design indepen-
dent encoders to process sketch and reference image, respectively.
The two methods transfer color information from the reference im-
age to the sketch so that the colorized sketch shares similar color
content with the reference. Cross domain images translation net-
works such as MUNIT [HLBK18] and CoCosNet [ZZC*20] can
also be employed to colorize line art with reference image. In all
these approaches, incorrect color attribution tends to occur when
the reference image has different image contents from the ones of
the source image, which leads to color bleeding and color mixing
readily.

Language or textual tags are also adopted as a natural and con-
venient user input as additional guidance. SketchSceneColoriza-
tion [ZMG™19] uses several long sentences describing different ob-
jects and different colors to colorize scene sketches [ZYD* 18] step
by step. Tag2pix [KIPY19] uses two categories of textual tags as
user instructions for line art colorization, and it is required to learn
segmentation implicitly to distinguish the target regions indicated
in the tags. In general, this implicit learning is not effective enough
and is not able to overcome color bleeding issue well. Language
or text provides spatially loose correspondence between color in-
struction and target regions. Therefore, such models have difficulty
in identifying the precise regions and produce results with artifacts.

To overcome the issue of color bleeding, we propose an explicit
segmentation fusion mechanism, which enables colorization mod-
els to distinguish each individual region and assign colors correctly
and consistently.

2.3. Line Art Segmentation

Region-level segmentation is the main component in our ap-
proach. There are few works that focus on this direction. Sketch-
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Parse [SDBM17] is a data-driven region-based semantic segmenta-
tion framework for sketches. It mainly works with simple sketches,
and it is difficult to adapt to complicated line drawings, e.g., illus-
trations, because it is tedious to manually create regional semantic
annotation for them.

DanbooRegion [ZJL20] aims at extracting regions from illus-
trations and cartoon images. The DanbooRegion dataset provides
paired illustrations and region maps. The region maps can be con-
verted to skeleton maps which store region segmentation informa-
tion without semantic meanings. The region maps are translated
to skeleton maps because skeleton maps are learnable and can be
directly predicted by a neural network given a line art while the re-
gion maps are unlearnable (the translation between the two maps
is introduced in the supplemental materials). Skeleton maps can be
a kind of auxiliary guidance to provide colorization networks with
segmentation information, so we adopt it in our approach to alle-
viate the color bleeding issue. SplitFilling [ZLSS*21] uses skele-
ton maps in its workflow to improve the quality of the results. The
skeleton maps are used as post-processing in SplitFilling, whereas
in our approach they are utilized as additional inputs or targets dur-
ing training.

3. Method
3.1. Overview

Our framework is based on a generative adversarial network (GAN)
consisting of a generator G and a discriminator D. The generator
takes a grey-scale line art image x € R" "1 and user guidance
(e.g., color tags, reference image, etc.) as inputs, and outputs a col-
orized illustration y € R"*/>3 The discriminator takes the output
image or the target image as input, and determines if the input im-
age is real or not.

We aim to reduce the color bleeding artifacts in the colorization
results. To overcome this issue, we propose an explicit segmenta-
tion fusion mechanism, which instructs the colorization model not
to assign cross-region colors by incorporating regional segmenta-
tion information. As illustrated in Figure 2, we introduce two types
of fusion modes for this mechanism, which are named “Direct
Concatenation” and “Dual-branch”, respectively. “Direct Con-
catenation” model employs an additional U-Net [RFB15] type net-
work to first generate a skeleton map § € R from an input
line art image. The predicted skeleton map is subsequently used as
an input to the generator of the colorization network as auxiliary
guidance. “Dual-branch” model, however, employs an additional
branch in the decoding phase of the generator to produce regional
segmentation information stored by a skeleton map § € RWXhx1
The intermediate features of this segmentation branch are fused
into the original colorization branch in the generator, which enables
the joint modeling of the color features and the segmentation fea-
tures. A loss function derived from the segmentation branch helps
to produce a better skeleton map and provide more accurate seg-
mentation features for the colorization process to avoid the color
bleeding.

We design two plug-and-play fusion modes, so that the proposed
explicit segmentation fusion mechanism is applicable to a wide va-
riety of line art colorization frameworks with different model ar-
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chitectures and different kinds of user guidances, such as scrib-
bles, reference images, textual tags, language, etc. The “Direct
Concatenation” approach can be applied to any colorization frame-
work theoretically, because only one more channel is required to
place the predicted skeleton map as an additional input. In con-
trast, “Dual-branch” is limited to U-Net type networks and is not
practical to frameworks with complex workflows. For example,
we evaluate our proposed mechanism with a reference-based line
art colorization task, and apply the mechanism to MUNIT frame-
work [HLBK18] for reference-based image translation, where two
auto-encoders are used to reconstruct both images and latent codes
from different domains. This framework is not a conventional U-
Net model and adding dual branches is likely to destroy the work-
flow. Therefore, only “Direct Concatenation” is applied to MUNIT.
We additionally evaluate for tag-based line art colorization task us-
ing Tag2pix [KJPY19] framework. It is a U-Net type network, so
both two fusion modes are employed. Therefore, in the following
sections, we take tag-based colorization for example to introduce
the explicit segmentation fusion mechanism along with the two fu-
sion modes in detail.

3.2. Explicit Segmentation Fusion Mechanism
3.2.1. Direct Concatenation

Given that we are able to use the trained model from DanbooRe-
gion [ZJL20] to extract the region maps from line art images, it is
straightforward to input such regional information to the network
directly to serve as extra guidance for colorization. As shown in
Figure 2-(a), we first use the U-Net type network with the trained
weights to produce a skeleton map § from the input line art, and
then concatenate the line art image and the skeleton map directly.
We then input the hybrid image to the generator of the colorization
model while keeping the remaining architecture of the generator
unchanged.

3.2.2. Dual-branch

The fusion with a dual-branch generator network is designed for
learning colorization and regional segmentation simultaneously,
and improving the colorization performance by fusing the features
of the two processes. As shown in Figure 2-(b), the two branches
share a common encoder, which is built on a series of encoding
blocks containing convolution layers to extract feature maps from
the input line art. In the decoding phase, one branch works on pro-
ducing the colorized output y, and the other branch generates re-
gional segmentation information represented in a skeleton map §.
They are both built on stacked decoding blocks, which are skip
connected to the mirrored encoding blocks to obtain the hierarchi-
cal encoded information directly.

In order to improve the colorization performance and alleviate
the color bleeding artifact, we fuse segmentation information into
the colorization branch so that the colorization branch can learn
to assign colors to each individual region and avoid filling colors
across regions with different semantic contents. We propagate the
segmentation information by adding connections from the segmen-
tation branch to the colorization branch. Specifically, each decod-
ing block in the colorization branch receives feature maps from
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Figure 2: Network architectures with two types of fusion modes for the explicit segmentation mechanism.

three sources as inputs: features from the previous decoding block,wherex is the input line arts the ground truth skeleton map and
features from the mirrored encoding block, and output features Gs(X) the predicted skeleton map from the segmentation br@&ach
from the corresponding decoding block in the segmentation branch. in the generatolE denotes expectation afjdjj 1 is L1 normaliza-
These features are concatenated to form hybrid features, which ardion.

then processed by the next decoding block. At segmentation step, colorization branch and guide decoder use

reconstruction loss and adversarial loss, which are formulated as

3.3. Loss Function follows:

We propose two types of fusion modes for the explicit segmen- Lrec= Exylily Ge(xt)ij1+ bily Gg(x;t)jjal; 2
tation information, which are applicable to a diversity of line art

colorization models. In general, fusion with direct concatenation Ladv= EyllogDaguy)]+ Ex[log(1 DaglGe(xt))];  (3)

does not change the architegture of the colqri;ation network much, wheret denotes the color tags represented in a one-hot vadioe,
and therefore the loss functions during training can be the same ground truth color illustrationGe( ; ) the colorized output from

as the original ones. For the model with a "Dual-branch” fusion q colorization branctGg( ; ) the output from the guide decoder.
mode, an additional branch is introduced, from which an additional b in Eq.(2) is a scalaDaqy( ) is the output of discriminator that

Ioss_for penalizing the segmen_tation performa_mce is deriv_ed. _In this judges whether the generated color image is real or fake.
section, we use a representative tag-based line art colorization ap-
proach Tag2pix [KJPY19] as an example to discuss how the new The total losses for discriminator and generator at segmentation

loss for the explicit segmentation is added. step are respectively de ned as:

Tag2pix [KIPY19] proposes a two-step training method, aim- Lo= Ladv (4)
ing at using changing loss to switch the focus of the network be-
tween the segmentation step and the colorization step. However, Le = Ladv+ | reclrec+ | sed-seg (5)

Tag2pix does not utilize explicit segmentation information to guide
the training procedure. In contrast, our approach uses explicit seg-
mentation information stored in skeleton maps as guidance for the Colorization. At colorization step, tag classi cation logsys is
colorization process. Therefore, we follow the training protocol of added. It serves as an auxiliary classi er, which gives the discrimi-
Tag2pix with changing loss but add the penalization of the explicit nator instructions on distinguishing color tags:

i tation. . .
region segmentation Lus= Eyt[ logDus(tiy)]+ Ext[ 10gDas(tiGe(xt)];  (6)

segmentation information for the colorization branch, so the seg- w_hereDds(tJy) denotes binary classi cation for each color tag
mentation branch should learn to generate plausible segmentationglveny'

features itself. In the experiments, the training of the segmentation  The total losses for discriminator and generator at colorization
branch seems to converge easily. Therefore, we train it with pixel- step are respectively de ned as:

wise L, distance between the generated skeleton map and ground Lom Lot | ol 7
truth, which is de ned as: D adv™ | cls-cls: )

wherel rec andl segare scalars.

Segmentation.We expect the segmentation branch to provide

Lseg= Exsliis  Gs(Xijal: ) Le = Ladv* | ciskeist | reclrect | sed-seg (8)
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Figure 3: An example in our dataset. (a) Line art extracted by
SketchKeras [llI17]. (b) Skeleton map predicted by DanbooRe-
gion [ZJL20]. (c) Region map converted from the skeleton map
through the watershed algorithm [NP14]. (d) Ground truth illus-
tration from the Danbooru dataset [AcB21].

wherel g, | rec andl segare scalars.

4. Experiments
4.1. Dataset

Our proposed explicit segmentation fusion mechanism is able to

be applied to different kinds of line art colorization frameworks.

We evaluate this mechanism on a tag-based and a reference image-

based line art colorization task. Both tasks take a line art image and

their corresponding guidance as inputs and generates a colorized

output. We use the illustrations in Danbooru dataset [AcB21] as

the ground truth for the colorization branch. The input line arts

can be extracted from the color illustrations through existing tech-

niques [lI17,MSSG21,SSI118] and we found SketchKeras [Il117]

works best in practice. For the tag-based colorization task, we fol- Figure 4: Effectiveness of alleviating color bleeding compared with
low how Tag2pix [KIPY19] did to select the tags from the Dan- Tag2pix [KIPY19]. Our results are from the framework with a dual
booru dataset. During this process, however, we observed there ardranch.

duplicated or similar images in the Danbooru dataset. In order to

remove the redundant data and make the training more ef cient,

we calculated the Perceptual Similarity [ZIEB] between two im- the discriminator are both set to0002. In Eq.(5) and Eq.(8), we
ages with similar tags, and discarded one of them if the similarity ysel rec = 1000 and seg= 0:9. In Eq.(2), we seb = 0:9.1 g5 in
score is high. For the reference-based task, we follow the protocol Eq.(7) and Eq.(8) are both set to 40 for CITs and CVTs. During
in MUNIT [HLBK18] and select a color illustration randomly as  testing, we use both extracted and real line arts to evaluate the col-
the reference image. orization performance. For each line art, the color tags are manually

Ground truth skeleton maps are required for the segmentation 2Signed.

branch in the “Dual-branch” fusion mode. We notice a recent  As for the reference-based colorization task, MUNIT [HLBK18]
dataset DanbooRegion [ZJL20], which is built on the Danbooru is used as our baseline method and we apply our mechanism to it.
dataset with region annotations for illustrations. However, it lacks We use the same hyperparameters as the of cial implementation
the tag information and loses the identity mapping to the original of MUNIT. Speci cally, learning rates for the generator and the
dataset, and thus is not practical in our experiments. Given that discriminator are set ta:0001 and €004. We train the network for

this work provides a trained model for region extraction, which 140,000 iterations with an adversarial loss, an image reconstruction
seems to work well with both illustrations and line arts, we uti- |oss, a content reconstruction loss, a style reconstruction loss and a
lize this model to produce skeleton maps from the line art images cycle reconstruction loss.

and use them as the ground truth. An example of the quadruple data

is shown in Figure 3. 4.3. Effectiveness of Avoiding Color Bleeding

Our proposed approach with an explicit region segmentation fusion
mechanism is designed for overcoming color bleeding issues. We
In the tag-based colorization task, we apply our proposed mech- rst evaluate the performance of this mechanism on the tag-based
anism to Tag2pix [KIPY19] with a two-step training. We train 5 line art colorization task and compare it with Tag2pix [KJPY19]
epochs for the segmentation step rst, and 35 epochs for the col- that learns implicit regional segmentation while achieving coloriza-
orization step subsequently. Learning rates for the generator andtion.

4.2. Implementation Details
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